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On the reduction of Kronecker’s modular systems
whose elements are functions of two und three

| variables.
(By Mr. Harris Hancock at Cincinnati, Ohio.)

Followin'g' the methods given in the lectures at Berlin by Professor
Kronecker, 1 have considered in the Quarterly Journal of Mathematics
(No. 106, 1894) modular systems of the form

[fi(@), L), ..., f(@)], _ ,
where the functions f(x) are integral in = with integral coefficients. We
suppose that there is no divisor common to all these functions, since it
could at once be taken out as a factor of the system.

It was shown that such a system was equivalent to a system of
the form A

[m, m, (0 (@), mofO (@), ..oy mafi (@) 91(2), (), 0],

where m,, m,, ..., m, are integers and divisors of the integer m, and
fO (), f2(x), ..., [P (), 9:(x), g:(x), ... are integral functions of the
variable with integral coefficients. ‘ ,

When the integer m is equal to, say, p-¢*-r°-..., where p, q,r, ...
are prime integers, the modular system was shown to be equivalent to a
product of modular systems of the form:

[p, Fl, (¢ qF,, G]v [, ©°F,, rGy, H], ...

where F, F, F,, ..., G, Gy, ..., H, ... are determinate mtegral functions of the
variable = with mtegral coefﬁclents

In Crelle’s Journal, Bd. 119, p. 148 canonical forms were derived
for such systems, This treatment is (theoretically) sufficient for modular
systems whose elements are integral functions of any number of variables:

fl(‘”, Lyy Lzy 00y wk)? f2(1'1 L1y L2y + 00y wk)a
Journal fir Mathematik Bd. CXXII. Heft 4. 36



266 Harris Hancock, on the reduction of Kronecker’s modular systems.

whose coefficients are integers. For make the Kromecker substitution
—_— \ .
T =, xy=a, .., ¢, = a7,
where g is a positive integer and is taken larger than the exponent of the
highest power of any variable that appears in the expansion of any of the
functions.

The functions f(z, «,,...,x;) are thereby transformed into functions
F(z) and in such a way that to any term of (@, @y, ..., x) there is a cor-
responding term in F(z), and to every term in F(z) there corresponds a
term in f(x, ..., T;). )

We may in this manner apply the results known for functions of -
one variable to functions of several variables, and are thus able to derive
reduced as well as canonical forms for modular systems in whose elements
more than one variable enter.

But for the application of these systems to practical problems, to
those arising for example in the Geometry of Two or Three Dimensions, to
problems of Mechanics, etc., it seems desirable to have practical methods
for their formulation; and consequently I have endeavoured to reduce by
direct methods these systems to their simplest forms.

The results of these investigations I present in the following paper.

Modular systems in which the elements are functions involving only two variables.

Consider first modular systems of the form

[myy ey 2oy 90(@), 92(), -y (@, 9), fo(,9), -]
where m,, m,, ... are integers, g,(z), g.(), ... are integral functions in & with

integral coefficients, f,(z, ), f.(z,y) are integral functions in x, y with inte-
gral coefficients.

For brevity we denote a number of elements m,, m, ... by the
- f=n
symbol N|m|; and if the number is definite, _ﬁ{m.-l denotes the elements

m,, m,, ..., m,, while pN|g(z)| is the symbol for pg,(x), pg.(z), ...
We may then denote the above system by
[N|m}, N{g ()|, N|{f(z,y)I].
Since we may replace N{m| by m, where m is the greatest common
divisor of the integers m,, m,, ..., the system reduces at once to

[m, N{g(=)}, N{f(=, p)}].
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If m = m,-m, where the integers m, and m, are relatively prime to each
other,. this-system is equal to the product of the twe-systems ' - ‘

. " [my, Nig(@)], N{ftxypl], [my N{g(=)|; N|f(z, )]
We have therefore to eonsider (ef thls Journal, Bd 119 p. 153)
modular systems of the form =

[p " NigP (@], pNig® (@)}, .o pN!y‘"“’(w)! E ] $
Nig'@ p ' N{fO @l p NP 9l oy NI (a, ol
where p is a prime integer and where the indices belongmg to the fune-
tions are merely used to avoid a great number of different letters and all
the functions are integral in their variables with integral coefficients, For
brevity we may say that such functions belong to the realm of - integrity
[1,x,y], where by this realm of integrity we understand that system of
integral quantities that is composed of all integral functlons of. the elements
1, z,y including, of course all mtegers ‘ - S
When n = 1, the above system reduces to a system of the form

[p, N{g(@)|, N{f(=, 9!
and by the methods given in this Journal, Bd 119, p. 153 and p. 154
this system becomes at once

(9,90 NfGe, )}

where g(a:) belongs to the realm of integrity [1,z] and is the greatest
common divisor (mod. p) of the functions g¢,(z), g.(z), ....

If this function g(z) should be an integer, there are two cases that

may arise:
- 1°% This integer may be = 0 (mod. p), and -then the system
reduces to ' B . '

[p, N{f(=, y)}]

and may be treated after methods given later, p. 292; or 2), this integer =}=0
(mod. p), when the system reduces to a umt-system and ceases to be of
interest. . LTI R
It may happen that an element f(x,y), say, contains a factor Ia,(a:),
so that filz, y)=h (@) (z,y) (mod.p). Then if h,(a:) is not a divisor of
g(z), the element h,(z)fi(z,y) may without altering the eqmvalence of the
system be replaced by an element dl(a:) fi(x, y) where d,(z) is a divisor

(mod. p) of g(=).
36*
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- For suppose that d,(x) is the greatest common divisor (mod. p) of
g(z) and h,(x), then we may always determine two functions g(z) and h,(x)
belonging to the realm [1, z] such that g(z)g(z)-+h,(z)h (z)=d,(z) (mod. p),
from which it follows that we may add the element

& (@)fi(z, y)=g(x)g(@)fi(,9)+ b (x)h, () fi(x,y) (mod. p)
to the system without altering its equivalence.

. After this element has been added to the system, the element
h,(z)fi(z,y) being a multiple of d,(a:)/‘ (¢,y) may be dropped from the
system.

We next determine whether the functlon g(x) is decomposable into
factors (mod. p). We say that an integral function in z with integral
coefficients is divisible by g.(z), or is equal to the product of two functions
g:(z) and g,(x) (mod. p), where g,(z) and g,(z) are integral functions in «
with integral coefficients, when

- 9(®) = gi(@)g:(x)+pk(=),

where k() is an integral function in z with integral coefficients, or
9(z) = g.(2)g(2) (mod. p).
If then g(z) = g¢,(x)g.(x) (mod. p), and if the functions g,(z) and g,(z)
have no common divisor (mod. p), then we may always determine two
functions belonging to the realm [1,z], a(z) and b(x) such that
- gi(@)a(@)+g.(2)b(z) = 1 (mod. p).

1t follows at once that

_ [p,9(®)] =[P, 9:(@)] [P, 9:(2)];

for this product is equal to [p? pg.(a), pg.(@), g (). g.(x)]. The elements
p’, p9:(2), pg=(e) form a modular system [p%, pg,(2), pgo(2)] = p[p, 9:(2), 9:(2)]

. - =p(p, 9:(2) 9:(2), 9: (@) 6(@)+g:(2) b()] = p[1] =~ p,
and [p, 9:(2), 9:(2)] = [p: 9(2)] |
For the sake of greater clearness in that which follows, I shall indicate
briefly here what employing methods used by Professor Kromecker in his
lectures, I have given in the Quarterly Journal of Mathematics (No. 106,
p: 106 and arts. 28, 34, 36 and note to art. 42).
Consider the modular system -

[p, ()]
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where p is a prime integer and f(z) a functlon of the realm [1 z]." For

example take the system :
: [6, 22° +3a:+4] _

Multiplying the function 2z°4-3z4-4 by the numbers 1,2, 3, 4 that 13, by

the complete system of incongruent residues (mod 5), we have. the

functions:

- 22’4 3x+4, 42’6248, 6:02+9a:+12, 82’112z +16.
These functions when reduced with respect to the modulus.5 are
22’ +3z+4, 4+ x+3, 2©°+4x+2, 3 +2a:+1
Hence the modular system [5,2x°+3z-+4] is equivalent to the system

[o, 20’43z +4, 40°+ 2+ 3, 2 +42+2, 35°+224-1]
« [5, 42’ + -+ 3] =[5, 2+4:::+2] « [5, 32® +2a:+1]

For the function z*+44x+2, for example, when multiplied respectlvely by
the numbers 2, 3,4 becomes (mod. 5)

22’ +4-3c+4, 32*4-2c+1, 4’4+ 3,
which expressions may consequently be added to the system [5, #*+4a+2]
without altering its equivalence.

In general, the system [p, f(:c)] is equivalent to the system [p, rf(x)]
where the integer r is any one of the complete system of incongruent
residues (mod. p).

Hence in the above product, [p, g,(z)] [p, g,(a-)], the coefficients of
the highest power of « in both g,(z) and g,(¢) may be made unity, while
all the other coefficient may be considered reduced, mod. p.

- For example the product

[7, 2+ 3] [7, 3z—2] =~ [7, 62 +5a:—6]~[7 x*+ 2z 6]
On the other hand
, [7,220+3] < [7, z+5],
(7, 3z—2] = [7, z+4];
and ‘ ' o
[7, +5][7, #+4] = [7, 2>+ 92+20].
From this it is seen that in the decomposition of a quadratic function
@*+ax+b into its linear factors (mod. p), where p is a prime integer, if
such a decomposition is possible, the integer a cannot be greater than 2p
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and b, eannot be greater than p’. Hence if we have to.find the divisors
of 1a’+ Az+ B (mod. p), where the integers A and B have been reduced,
mod p, wo have to investigate whether each of the functions

@'+ (4+ip)z+(B+ijp) =2 )

is decomposable into linear factors, giving in all 2p different functions to
consider. _ ‘

The same method is at once applicable to the decomposition of a
function of any degree into its irreducible factors (mod. p).

We have then to consider modular systems of the form
[ 7 9@)", 9@ N{fO(,p)l, @ N[O (2,9, ... ],
g@N|f"(z,9)|, N|f"(x,9)}
where p is a prime integer, g(«) is an irreducible function in z with

integral coefficients, and where all other e]ements are quantltles of the
realm of integrity [1, «,y]. X

When m = 1, we have a modular system of the form

| [P, 9(2) Nif(z,9){)-
The function g (x) has the form

_ g(w) = 1 z"+a, "'+ a, 2"+ a,, _
where the integers a,,a,,...,a, have been reduced (mod. p). Hence each
of these mtegers may have the values

012 ,p 1.

There are consequently p” such functions of the form g(x) including that
function. The p"—1 functions other than g(z) may be called the complete
system of incongruent residues (modd. p,g(z)). = They have the charac-
teristics: 19, the difference of no two of them is =0 (modd. p, g(x)) and 2°,
any other function of the realm [1,z] is congruent to one of the represen-
tatives of this system (modd. p, g(z)).

Suppose that the function f,(x,y) when expanded in descending
powers of y has the form

(= .'/) = au(a’)y +al(w) U l+ +am(w)1

where the functlons a,(x), @, (2),..., 8,(c) are quantities. of the realm [1 z).
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Further suppose that the expansion of a,(z) is
a;(z) = opa' +ayz" '+t ay,
where ayy, Gy, ..., @, are integers.' a
Since g(x) is an irreducible function (mod.p), and as we may
suppose that the coefficients of the powers of y in the above expression
have been reduced (modd. p,g(x)), it is seen that we may determine two
functions belonging to the realm [1, ], a,(«) and g(z) such that

ay(2)ay(x)+g(x)g () = ¢
where ¢ is an integer which is not congruent to zero (mod.p). We may
therefore find two integers p and c¢ satisfying the expression
ce+pp =1,
Hence cay(z)a,(z) =1 (modd. p,g(z)). Further since ca,(z) is one of
the representatives of the complete system of incongruent residues
(modd. p,g(x)), it follows that in our given system we may without
altering its equivalence replace the element f,(z,y) by the element
cay(x)fi(z, y) = ¢1 (=, y), say, where ¢,(x,y) has the form
¢ (@, 9) = Ly"+e(@)y" '+ e (@) y" "+ +cu(a),
where ¢, (), ¢,(c), ..., c,(x) are quantities of the realm [1,z]. These func-
tions may be considered reduced (modd. p, g(x)) and the element ¢,(z,y)
may be called the reduced element of f,(x,y).

We may notice here for the sake of what comes later that
the number of different forms that each of the above functions
¢, (z), e;(x), ..., ¢,(¢) can have, is p", where n is the degree of the ir-
reducible function g(z).

Hence if ¢,(x,y) is an irreducible function in z,y, the number of
functions of the form ¢,(z,y) is [p"]" = p™ We may say here that the
p™—1 functions that are different from ¢,(z,y) form a complete system
of incongruent residues (modd. p, g(x), ¢,(x,y)). They have the charac-
teristics 1°, the difference of no two of them is congruent to zero
(modd. p, g(x), ¢:(x,y)) and 2°, any function belonging to the realm of
integrity [1,x,y] is congruent to one of the representatives of this system

(modd. p, g(z), @(z,y)).
We take instead of the proposed system the system

[p,9(), Nig(z, i,
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where the elements ¢,(z,y), ¢.(z,¥), ..., are the reduced elements of
filz,y), f.(z,9), ..., and we. suppose that the elements ¢,(x,y), ¢.(z,y),...
are arranged in the modular system so that those having the highest powers
of y come first. -
Let ' :

Pi(9) = 1y"+ei(@)y™ " + e (2)y" "+ + ea(2),
‘P?(a"’ y) = ly*+d (@) y* ' +dy()y" "+ d(),
and suppose that m= k. ‘

Divide ¢,(z,4) by ¢.(z,y) and express the result of the division
in the form ' '

(2, 9) = ¢ (myy)‘/’2($1 y)+ri (=)
where ¢,(z,y) and r,(z,y) are quantities of the realm [1,z,y]. From this

it is seen that r (z,y) may be added to our system without altering its
equivalence. Its degree in gy is less than the degree of ¢,(z,y) in y.

Since ¢,(z,y) is a linear function of ¢,(z,y) and r,(z,y), it may be
omitted from the system. Let ®;(z,y) be the reduced element of r,(z,y)
(modd. p, g(«)). Divide g¢,(z,y) by P;(z,y) and omitting the arguments
after the functional signs when no ambiguity can arise, we have

P2 = q. D+,

Let &, be the reduced element of r,, which we suppose has been added
to -the system, drop ¢, from the system and continuing the process we have

¢3 = qa¢4+7'3,

Since the degrees of the functions 3,7, ... in y are continually decreasing
without becoming negative, we must finally have

¢v—>2 =4q,-2 ¢r—.l+ry-27
¢v-—l ={q, QS”

where @, is the reduced element (modd. p,g(z)) of r,_,. -From this it is
seen that we have been able to replace the two elements ¢,(z,y) and
¢,(x,y) in the modular system by their greatest common divisor (modd.
p,9()), the element P,(x,y). If this function P,(x,y) should turn out to
be congruent to zero (modd. p,g(z)), it is seen that the two original ele-
ments ¢,(c,y) and ¢,(z,y) add nothing new to the system; while if
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@, (x,y) = k(z) (modd. p,g9(z)), we are able to determine a function k(z)
belonging to the realm [1,z] so that

k(x) k(z) = 1(modd. p,g(z)),
and the system reduces to a unit-system.

If we continue the above process, it is seen that the original mo-
dular system

[(p,g (@), N{f(z,y)}]

may be replaced by the equivalent modular system

[p,g(z), f(z,9)]

where f(z,y) is the greatest common divisor (modd. p,g(x)) of the elements

fi(@9), f(z,9); .-

We may suppose here that the coefficient of the highest power of y
of the function f(z,y), when expanded in descending powers of this variable,
is unity, while the others have all been reduced (modd. p, g(z)).

The form of modular system [p, g(z), f(z,y)] is what I have called
a canonical form of the original system (see this Journal, Bd. 118, p. 157),
as it may be shown here precisely as it was shown for modular systems
involving only one variable, that in whatever manner the reduction of the
original modular system may have been performed, the final form which
is equivalent to the above form, is identical to it.

Suppose that f(x,y) in the above system is equai to the product of
the two functions F,(z,y) and F,(z,y) (modd. p,g(z)), and further suppose
that with respect to these moduli the functions F,(x,y) and F,(x,y) have
no divisor in common. :

We are therefore able to find belonging to the realm [1,z,y] two
functions a(x,y) and b(x,y) such that

a(z,y) Fi(z,9) + b(z,y) Fo(z,y) = d(2),
where d(z) belongs to the realm [1,z]..

The function d(z) has no factor in common with g¢(z), for g(z)
being irreducible, it would follow in that case that d(z) was divisible by
g(x), and then

a(z,y)F, (“”y) + b (x, y) F2(‘T7 y) = 0 (mOdd'Pa g(a:))
Journal fir Mathematik Bd. CXXII. Heft 4. - 37
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But in the derivation of a(x,y) and b(z,y) we had
F] = 01 F,+ F:h
F, = Q.F;+F,
Fl-? = Q2 Fi_ + F),
Fioi= 0., F;+d(z). .
If then d(z) = 0 (modd. p, g(x)), it follows that F,_, is divisible by F;
with respect to these moduli, and consequently F, and F,; but as we have
supposed that these functions did not have a common divisor with respect

to these moduli, it follows also that g(z) and d(z) have no divisor in
common.

We may therefore determine belonging to the realm [1,z] two
functions d(x) and g(x) so that
d(@)d(@)+9(@)y() = ¢,
where ¢ is an integer == 0 (mod. p); and finally we can find two integers
¢ and p which satisfy the expression
cet+pp = 1.
It follows then at once that the modular system

[p,g(@), flz,y)]

is equivalent to the product of the two systems

[p,9(@), Fi(z,y)] and [p,g(x), F.(z,y)).

Hence when we come to the consideration of modular systems which have
as elements functions of three variables, a prime integer and an irreducible
function of one of the variables, the element involving only two variables
may be regarded as an irreducible function or the power of an irreducible
fanction in these two variables.

When the function g(z) irreducible with respect to the modulus p
occurs to the second degree in the modular system, it has the form

(a) [p, (@), g(@)N{f(z,9)|, N|h(z,9)|]
This system is equivalent to the system
[p, pg (@), 9(2)’, g(@)N|[(, 9], g@N @), Nih( )]
From the elements pg(z), g(z)’, g(z) N|h(z,y)| we form the system
[pg(x), 9(=), g(@)N|h(z,9)|] = g(@)[p, 9(z); N{h(z,y)|].
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We have seen above that _
(b.) [P, g(@), Nh(z, .'/)H e [P, g(x), h(z,y)),
where h(z,y) is the greatest common divisor (modd. p, g(z)) of the elements

hi(z,y), h(,9), ... .
From the auxiliary system (b.) it follows on the one hand that

h(z,y) = pP+g(2)G+ Z h(=,9) H,,
where P, G, H; are quantities belonging to the realm [1, x, y]; consequently
if we write B
h(@,y) = h(@,y)—9(2)G = pP+ Zh(w,y) H,,
we may add the element k(z,y) to the system (a.) without altering its
equivalence.
On the other hand we have from (b.)
h,(z,y) = pr,+g(x) 7’,+l;(w,y)a,, {re=hdhes):
All new quantities introduced belong to the reaim [1,z,y], unless they are
otherwise specified.

But since h(z,y) = h(z,y)+9(x)G, it follows that

hr(wh’/) = pn,—i-g(cc)‘/,-l—h(w,y)a,,
where
7, = 7,+Go, o=

It is therefore evident that if we add the element A(z,y) to the system
(a.) we may instead of the elements N|h(x,y)|, which appear in this realm,
write the elements g(z)N{y(x,y)!, without altering the equivalence of (a.).
That system becomes then
() [P, g()’, g(@)N|f(z,p)l, g(x) Ny (2,9)|, b(zy)}-
Again from the elements pg(z), g(2)’, g(z)N|f(=z,y)|, g(x)N|y(x,y)} which
are quantities of the system (a'.), we may form the system
9(@)[p, g(), N{f(z,9)l, Ny (z,p)|] = g@)[p, 9(2), f(z.y)],
where f(x,y) is the greatest common divisor (modd. p, g(z)) of the elements
@Y, L(2,y), .y 71(2,9), 72(x,y), .... Hence the system (a’.) becomes - '
(o) 9(=)", g(@)f (@), h(z, 9],

which system is equivalent to

[p,pg(x), g(x)?, g(@)f(z,y), g(@)h(z,y), h(x,y)].
Further since

(e) g(x) [pa g(x), f(z,9), k(mvy)] =~ g(@)[p, g(x), 6(x,y)],
it follows on the one hand that

h(x,y) = pA+g(z)P+6(x,y)0
37+
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and on the other hand that
6(2,y) = pa-+g(@)b+[(@,y)c-+h(z,g)d.
Consequently
g(@)0(z,y) = pg(x)a+g(x)'b+g(x)f(z,y)c+h(z,y)g(x)d,
so that the element g(x)6(r,y) may be added to the given system, and
when this has been done, it follows from (c.) that g(z)f(x,y) may be
omitted form this system, which has now the form
[p, 9(2)’, g(x)0(=,y), 9(x)P(x,y)+0 (z,y)O(x,y)].
We note 1°, that 6(z,y) being the greatest common divisor (modd. p, g(x))
of the functions f(z,y) and h(zx,y) its degree in either x or y cannot be
greater than the degrees of either of those functions in the respective
variables; when expanded in descending powers of y the coefficient of the
highest power of 6(x,y) in y is unity, the others have been reduced
(modd. p, g(z)); 2", owing to the presence of the element g(x)@(x,y) in the
system we may consider that the coefficients of O (wx,y), when expanded in
descending powers of y, have been reduced so that the coefficient of its
highest power in y is unity, while the others are reduced (modd. p, g(z));
3% the function @(z,y) is of less degree in y than the degree in that
variable of the function 6(x,y) and all its coefficients have been reduced
{(modd. p, g(z)). The system in this form is a canonical form of the mo-
dular system considered (cf. this Journal, Bd. 119, p. 159). X
_ When g(z) occurs to the third power, the modular system is of the
form :
(o) [p, 9(@)’, 9@’ N|f(=,)|, g(@)N|h(z,y)|, N{k(z,y)}].
We construct the auxiliary modular system
B) [p, 9(=), g(@)N|h(z,y)l, N{k(@,y)l] = [p, 9()’, g(@)h(z,y), k(x,y)];
from which it follows at once on the one hand that
k(z,y) = pM+g(2)' N+g(2) & hi(z,y) 0+ 2 k;(2,9) R,
If then we write
k(z,y) = k(z,y)—g(=)'N,
it is clear that we may add this element to the system (e.) without altering
its equivalence. ' : '
' On the other hand we have from (f3.)

k,(2,y) = pa,+g(x)*b,+g(x) h(z,y)e,+ k(z,y)d, r=1,2,..),
or
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k,(z,9) = pa,+g(x)'b,+g(@)h(z,y)c,+ k(z,y)d,,
where .
, = b,+Nd, r=1,2,).
Hence if we add k(x,y) to the system (o), we may write in that system
instead of the elements N{k(x,y)| the elements

g(x)*b,+g(x)h(a, y)e, (=12
We denote these elements by

Nlg(@)'b, (@y)+g(@)h(my)e,(z,9)}-
The system (e.) becomes then
[ P, 9(x)’, 9($)2N’f("”1_y)f’ g(@)N|h(z,y)}| ] :
9(@)N|g(2)b,(z.9)+h(z,9)e,(z,9)}, k()
which system, owing to the equivalence
[ p, 9(=), g@N|f(z,y)|, Nih(z,y)} ‘I
Nig(2)b,(,g)+h(zy)e, (@ 9)|
= [p, 9(2)’, g(@)f(,y); k(2,y)];

[P, 9()’, 9(2)'f(@,9), g(@)h(z,y), k(x,y)]-
It is easy to put this system in a canonical form similar to the one given
in this Journal, loc. cit. p. 160.
The reduction of modular systems in which the irreducible (mod. p)
function g(z) occurs to the fourth or higher powers offers no difficulty.

becomes

Modular systems in which the prime integer p occurs to powers higher than the first.
Consider first the modular system
(%) pf(@), 9(=)],

where f(z) and g(z) are quantities of the realm [1,z], and p a prime
integer. ,

Suppose next that g(x) was reducible with respect to the moduli
P’ pf(x), so that

9(2) = g:(x) g:(x)+ pf (@) w()+p* x(@),

the functions w(z) and x(x) being of the realm [1,z]. Further suppose
that the functions ¢,(z) and g.(z) have no common factor with respect to
the moduli p*> and pf(z). It follows at once that

[P, pf (@), 9, (@)] [p°, pf (&), 3:(®)) =[1", pf() 91 (), pf (@) 3o (), g (=) —pf(=) ()],
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If it farther happened that g,(z) and g,(z) have no common factor
(mod. p), then

[#") pf(2) 9.(@), pf () 9:(), g(2) — pf (@) ¥ (2)] = [p", p[(@), 9(2)).
Returning again to the system [p® pf(x), g(x)] suppose first that g(z) is
irreducible (mod. p); then

[#", pI(), 9(@)] = [#°, pI(@), pg @), 9(@)) = [pIp: (@), 9@)} 9@)] = [P, 9(@)]

unless f(x) is a multiple of g(x) and in that case

(2, pf(2), g(2)] = [p*, g(@)).
As we are now considering only modular systems in which the prime
integer occurs to a power higher than the first, we need consider only the
latter case.
Next let g(¢) be an irreducible function (mod.p) in the system
[7% pf(z), g(x)*]; it follows then that

_ [plp; (@), 9(@)*}, g(x)] = [, g(@)’]
unless f(x) is a multiple of g(x).
If this multiple =1, then
[p*, pf(@), 9(@)’] = [p", g(w)“’],
and if this multiple = 1,
(P, pf(2), 9(@)]= [P, pg(@), 9()’).
Further suppose that g(z) = ¢,(z)g,(x) (mod. p), and make the additional
hypothesis that g,(x) and g.(x) are irreducible with repect to this modulus.
Then as seen above
(% pf(@), 9(@)] = [p, 9(2)],
if f(x) is not divisible by either g,(z) or g,(x) (mod. p); but
[p*) pf(@), g(@)] = [P, pg:(), 9(a)],
when f(z) is divisible by g,(z) but not by g,(x).
After making these preliminary remarks, consider the system
(%, g(), pN|f(z,9)}, N{h(z,9)|],
and suppose first that g(x) is irreducible (mod. p).
From the auxiliary system

[p, 9(), N{h(,9)|] = [p, 9(), h(z,9)]
we have on the one hand

l;(way) = PP+9(3’)G+I.2,‘-'<$’.’/>IJH ‘



Harris Hancock, on the reduction of Kronecker's modular systems. 279

so that we may add the h(x,y) = h(x,y)—pP to the given modular system
without altering its equivalence.
On the other hand we have

h,(x,y) = pa,+g(@)y,+h(z,y)0, =1,2,..),
or

h, (z,y) = p7,+g(2)y,+h(x,9)J,,
where

n, = n,+Pd, (r=1,2,..).
Hence after we have added h(z,y) to our modular system, we may write
instead of the elements N|k(z,y)! the elements pN|n(z,y)|, the system thus
becoming
[p*, (@), pN|f(x,9)}, pN|n(2,9), h(z,9)]

Jn virtue of the equivalence

(7, 9@, NIf(@n)l, Nla(e,p)l1= [p, 9@), f@9)],
the above system becomes:

[r" 9(2), pf(2,y), h(z,y))-
It follows farther from the auxiliary system

[p, 9(2), f(z,9), h(z,y)] = [p, 9(®), 6(,y)],
that we may add the element p 0(z,y) to the given system; and, when this
has been done, that we may drop from that system the element p f(=z,y).
Owing to the auxiliary system we also have

k(z,y) = pep(z,y)+ g(x) G(z,y)+0(x,y) O(x,y).
The reduced modular system consequently takes the form

(%, 9(@), pO(2,y), py (z,9)+0(2,y) O(z, y)).
When expanded in descending powers of y, the coefficients of the highest
powers of y in both 6(x,y) and O(xzy) are unity, while the other coeffi-
cients may be considered reduced (modd. p,g(z)). The degree of ¢(x,y)
in y is less than that of 6(x,y) in y and all the coefficients may be con-
sidered reduced (modd. p,g(x)). The system is a canonical form of the
modular system considered. '

T

Systems in which the element g (x) is reducible (mod. p).
~ Consider the system
@ (", 9(@), pN|f(z,9)|, N|h(z, .'/)Ha

and suppose that g(z) = g¢,(¢)g.(x) (mod. p) but that g,(x) and g,(x) are
irreducible (mod. p). .
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Form the auxiliary modular system
(II) [, g9(x), N|h(z,9)|] = [p, 9.(z), N|k(z,9)}] [p, g:(z), N“”(‘”v.’/)}]
< [pr 9@, H(2,9)] [, 9:(2), H:(2,y)]
3 [P, g(w) gl(m)Hn(a},y), 92(‘1’)}](“’7.'/) H(:v,y)Hz(:c,y)]
From this equivalence we have on the one hand, if we use the functional
sign for the function itself: .
hy($1y> = P”y+97y+91H201+92H1ﬂ7+H1H2a7 r=12.)
and on the other hand:
gx(@')Hz(w,y) = pA,+¢B, +%7h.-(x,y) c,
g:(x) H,(z,y) = pA:+gB; + ..Zki(x,y)ca(?),
H (z,y)Hx,y) = pA;+gB;+ '_Zh,.(a:,y)C,.“’.
We note that the product of the first two of these equations is identically
equal to the last one multiplied by g(z).
It is seen from this that we may add the elements
S, = g.(z) Hy(2,y)—pAi(2,y),
S, = g:(z)H,(z.y)— pA:(2,y),
S; = Hl(way)'ﬂ2($iy)—PA3(w1.'/)»
to the modular system (I.) without altering its equivalence.
We have further
hw(‘v,!/) = p[ﬂv'*'A[‘)‘1+A2ﬂy+A3av]+g}’v+Sl d\v+ S2ﬁy+83ay (r=1,2.).
Hence after we have added the elements S,, S:, S; to the system (L) we

may write in that system instead of the elements %, (x,y), the elements
pK,(z,y), where we have written K,(x,y) for the expression

n,+A4,0,+ A, 3,4+ A; e, (r=1,2u).
The system becomes then
(I") [pz,g(w>, psz(wvva pNIK(a’:,y)I, S,y 8, Ss].

From the auxiliary modular system

(2, 9(@), N{f(z,9)}, N| K(z,y)i]
= [p, g:(x), N lf(ws!l)ls N|K(x,)|]1[p; 9:(®), N|{f(@,9)}, N|K(z,y)I]
= [p, g:(@), Fl(w3y)] [P, 92(5")9 F,(x,y))
~ [ps g("’)’ 91(-’”) F2(wa y)} g:(x) F\(x,y), Fl(“’;y) F2(“"’ y)]’
it is seen that the system (I'.) may be written in the form
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', 9(), P! 9:(2) B(z,9),  g:(x) Hi(z,y) —pAi(z,y),
") 0:(x) Fi(w,0).  g:(2) Hi(,9)—pAs(e,0),
: F\(z,y) F>(z,y), H\(x,y) H.(z,y)—pAs(z,y)
To this system we may add the element g,(x){g,(z)H.(x,y)—pd.(z,y)!,
and consequently, owing to the presence of g(x) in the system, the element
pg.(x) A, (z,y); in the same way we may add

sz(m)Hl(‘v,?Da Pgl(x)A2(w1y)’ pgl(‘c) H2(w, y)9 pHx(a’>y)H2(way>‘
Form the equivalences:
1) [Pa g, F,F,, H H,] ~ [P; g, 9. Moy g. M, M1M2]9
2) [P, g Foy Ay, H,, Mz] e [Ps 92 L2]a
3) [pyg,F, A, H, M] ~ [p, g, L]
In the formation of the equivalence 2) we observe that we have the ele-
ments p’g,, since p® is an element, pg or pg..g,, pg, Foy pg. A, pgH, and pg,M,,
the last element coming from p[p, g, F,. F,, H. H,], which is to be added to
the system (I".).
We have from 2)
gl = g, [pa+g.3+ Ly,
and from 3) A
. pA, =p [PJ+91§+L177]3
and consequently
g H,—pA, = g,L,a,+pg,a,+pL,a; (modd. p* g(z)),
where I have written a, =y, « —C = @, and a; = —7.
‘Similarly we have
g:H,—pA, = ¢, L, b,+pg,b,+pL,b; (modd. p°, g(x)),
H H,—pA; = M\M,c,+g,L,c.+ g, L ¢;+ pe,+ pg, ¢s+pg.c, (modd. p?, g(x)).
Hence the final form for the system (I.) is
.P2a 9P | g1 L,y g L.a+pgia,+plyas,
g L, g.L,b,+pg.b,+pL,b;,
MM, , M1M201+91L202+92L103+P04+P9105+szcﬁ
~As a corollary consider the system

[pz’ pgl(w)) g(w)s pN'f(wa.'/),, Nih(a’:y) H
where g =g,.9, (mod. p), and where g,(x) and g,(z) are irreducible
(mod. p).
Journal fir Mathematik Bd. CXXIL Heft 4. 38
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This system reduces at once as in the case of the preceding system
to the form

[#°, pgss 9, N|f(2,9)|, DN | k(=,y)|, g1 H,—p A, 9. H—p Ay, H H,—p A;),
a system which, owing to the equivalence

[#°, pg:, oN{f(xy)}, pN|k(x,y)|] = p[P, 9:, Fi),
becomes:

(#°, g, 9, PF,, g H,—pA,, g.H,—pA,, H H,—pA;).
We may add pg, 4, to this system, and owing to the presence of pg, within
this system, also the element pg, 4,.

Since the system

[#°) pg: 41, g Ai] =~ P [, 92415 9. A] = p [p, 4],
it is seen that we may add pA, to the system. We may add pg,H, and
consequently pH, to the system, which becomes

[0 pg:- g, PF,, pAy, pH,, g H,, g, H,—pA,, H H,—pA;];

owing to the equivalence '

[pa g9, Fy, A, H] = [P: 91 Ll]!
we have

H, = pa,+g,a,+L,a;,

and consequently the modular system has the form

p2’ pyl(CB)’ g(:c), le(w9 y), 91(‘1")1{2(“77.’/)9

g:(x) Lu(,y)as(2,9) + pge(@)an(@,y) —pAu(,9) |
L(z,y) Hx,y)a;(z,y)+ pH(z.y)a:(z,y)—pAs(2,y)
Suppose next that g(x) = g,(z)g.(x)gs(x) (mod. p) and that the functions
9:(z), g.(z) and g,(x) are irreducible (mod. p).
Let the modular system under consideration be

(a.) [0°, g(=), pPN{f(2,9)}, N{k(x,g)].

Form the modular system

[P, 9(‘”)9 N“‘("‘”».‘/)” o [pa () N{"(w’y)'] [Ps g2 N!h(“:’y)!] [P, s N{h(m,y)l]
= [[), 91> Hl($’y)] [P, G2 Hz(m’y)] [P; s Hs(a”y)]
~ [P, 9, 9192]{35 y;gaﬂz, 9293H1; 91H2H3, 92”1”3, 93H1Hz, H;Hsz],

from which we have on the one hand



Harris Hancock, on the reduction of Kronecker's modular systems. 283

9, 9. H; = pA,+9B,+=h,CV,

g 9:H, = pA,+gBy+ =h,CP,

9. g:H, = pA;+gB;+ Zh,C?,

g.H.H, = PA4+yB4+Zh.-C.~“’,

g.H H; = PA5+935+2".'C£(5);

g:H H, = pAs+9Bs+=h,CP,

H H,H; = PA7+yB7+2h.-C.~”’-

We may therefore add the quantities
9: .Hs—pA, = R,
g, g:H,—pA, = R,,
9. g:H,—pA; = R;,
gnﬂzliz_pA‘t = Ry,
g-H H;—pA; = R;,
g:H H,—pA; = &,
HlHZHS_pA7 = R;,
to the given system without altering its equivalence.
It also follows on the -other hand that
hr(“’;!l) = Pa'y+gb,+glyzﬂsci"-Fg193H2652’+9293H1053’
+g.H, Hye{" + g, H H;c? 4—93H1H205°’+ H H,Hyc(" r=12,..)
or

=7
h‘v (il?,y) = pa, +ybv"}‘:§l R,-C,Si),
where

=7
ay = aL+2:1 Alc's.) (r=1,2,..).
=

=7
Hence after we have added the seven elements N [R;| to the modulas

=1
system we may add instead of the elements N|h(z,y)| the elementr
pN|a(z,y)|, the system thus becoming

[#°, 9(a). pNIf(2,9), PNIa(e9)], NIRA].
Owing to the equivalence )
[p, 9, N{f(2,9), N{a(x,y)}] =
[P, g1, N{f(z,9)}, Nia(z,9)] [P, g2 N{f(2,9)}, N{a(a,y)}]

[ 95, N{f(z,)}, Nia(z,9)l] = [P, 91, Ki(w,9)] [P) 925 Ka(w,y)] [ps 95 Ks(2,)]
- [P, 9, 9192[{3, glyus, gz!hKu a.K.K;, y2K1K31 9: K. K,, KszKa],
38*
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the system may be written

0% 9(x),p | 9. 9.8, g1 9. H,—pA,)]
9. 9:K,, g, g:H,—pA,,
9. g: K, , 9. g:H,—pA;,
KK, g H,H,—pA,,
9.K, K , g.-H, H;—pA;,
;K K,, gsH\H,—p A,
K K.K,, H H,H;—pA, _

Since we may add p(¢,9.H;—pA,), it is seen that we may add to

the system:

rg.9.H, pg.g; H,, pg.g; H,,

P9:9: 46, P9:9: 45, 0g.9: A,

pg.H,H;, pg.H H;, pg; H H,,

r9.Ags; p. 4., pg; A,, pH H, H;.
We have therefore to form the systems

'[P2, rg, K. K, K, pH1H2H3] ~p [1’3 9, K. K, K;, HleHa]
~p [P, 91, Sl] [P, G2 Sz] [ps g3 83]9
or
1) [P1 9, K, K, K,, H1H2H3]
it [pv 91 919253, 919552 929581, 918:8;, 9:8:85, 958,y 8,8,8:],

2) [P, 92953 K,K,, H,H, S,S;, Aa] ~ [P1 9293 9: M, gs M, Mz”a]y
3) [py 9194 KKy H H,, S,S,, A]] = [p, 9.9 910 901, 0:0:],
4 [p, 995 K Ky, H Hy, 8,85, A,] = [p, 9195 9: N5, 9.V, Ny N3],
5) [p, 95 Ifs, H, S5, My, Ny, Ag] = [p, g5, Ls],
6) [p, 9o K, Hy, S;, My, Qo) A5] = [p, 9o, L],
) [pa 9, Ky, H,, S,, Ny, 0y, 4] =[p, g, Ll]‘

We may therefore write our system in the form

P 9(), p| 91 9 Ls, 9 9. Hs—p A, ]
9195 Ly, 9, gsH,—p Ay,
g2 93 Ll ’ g gsHl'_PA:H
g: M, M, g H,H;—pA,,
9N\ N;, g.H H,—p A,
9301 023 93H1H2—PAU’
8,8, 8;, H1H2H3—'PA7-_1
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where, if we make use of the formulae 4), 5), 6) and 7), 9,9, H;—pA, has
the form:
9:9:H; —pA, = 9192L3a1+p91L2a2+pgzL a3+ pg19:04+p0: 0205 (modd. p?, g(x)),
and similarly: -
9:9:H,—pA, = 9,95 L,b,+pg, L;b.+pgs L b+ pg: g, b,4-pN, N; bs (modd. p?, g()),
9.9 H, —pd; = 9293L 01+P92L302+P93L203+P929304+PM2M305 (mOdd P ) 9(“’)),
g:H, H; —pA4 = ¢:9.L;d\+g,9;: L. d,+ g, M. M, ds+pg, g.d,
+pg19:ds+pg1ds+pLyd; (modd. p’, g()),
92H1H3 —pAy = 9192L331+92Q3L132+92N N333+P919294
+pg.9:65+pg€s+pLre; (modd. p*, g(x)),
gsHH —PAG = 9193L2m1+9293L m2+g301 02”‘3+P9193Lzm4
+pgzgsm;+pgsme+pLym, (modd. p*, g(x)),
H1H2I13—PA7 = 818283”1+9192L3”2+9193L2n3+9293L ”4+91 MzMsﬂs i
~+ 9. N, Nsns+ g5 0, Q.1,+pg, 9.+ 09, 9: N9+ Pg.gs:hio+ PG 0y
+pg.n+pgin;+pn, (modd. p°, g(x)).
Reduction of the modular system
[p*, g()’, pN|f(@,y)|, g(@)N{h(x,y)|, pg(@)N|k(x,y)], Ntm(w,y)!],
where g(x) is an irreducible function (mod. p).
We form the auxiliary modular system
p[p, 9(@)’, g(@)N|h(x,y)|, N{m(z,y)|] = p[p, 9()’, g(x)H(x,y), M(z,y)];
from which we have on the one hand:
mr<m9y) = pa,r+g2by+chy+ Mdr r=1,2...), )
g(@)h,(x,y) = pe,+g°’r,+gHs,+Mt, (u=1,2,.),
and on the other hand: ,
M(z,y) = pA+g'B+gZhb+EmE,,
g(@)H(z,y) = PA1+92N+9'.2h¢P5+.2miR.'-
We may therefore add
M(z,g)—pA = S,
g(@)H(z,y)—pA,= S,
to the given modular system.
Further since
mr(“’)!]) = pa,+g2b,+S,c,—l—Sd,,
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where _
a, = a,+A.cc,+ Ad, (r=1,%0)
and .
g(a:)h,,(a:,y) = pey+92r#+‘slsﬂ+ StH’
where

e, = e, +As,+At, (r=1,2,..),
we may instead of the elements N{m(x,y)| and g(z)N|h(x,y)| write the
elements pN|a(z,y)| and pN|e(x,y)| in our modular system, which
becomes

[p°, ¢°, pN|f(x,9)|, pgN|k(z,y)}, pN{a(z,9)|, pNie(z,y)}, S, S].
Further since

[p, ¢, N|(f(z,9)|, gN|k(z,y)!, Nia(z,9)|, Nle(z,p)|] =[P, g°, gL, V],
the system may be written
[p% ¢ pgL, pV, S,, S].

Since S = M—pA, S, = gH—pA,, we may add the elements pM, pgA,, pgH
to the system.

Write

1Y) (p, g% V. M]=~[p, g, gW, Z],
and
2) (P, g9, L, W, A, H] ~[p, g, Y.
The system is then
(#°, &°, pgY, pZ, gH—pA,, M—pA]
where from 1) and 2) gH—pA, and M—pA have the form
gH—pA, = gYa,+pgb,+pYe, (modd. p°, g(x)*),
M—pA = Za+gb+pc (mod. g(x)).

Reduction of modular systems in which the prime integer p occurs
to the third power. '

Consider first the system

[P’ p*h(z), pk(z), g(z)],

and suppose that g(x) is irreducible (mod. p).

The system

[P’ p*k(2), P’g(x)] = p*[p, k(x), g(x)] = p*[1],

unless k(x) = g(w)g(x)+pp(x), and consequently unless pk(z) = p’ep(x)
(mod. g(x)).
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We have in this case

| (2, p*h(), P’ (2), 9(2)].
But the system

[¢°, p*h(), P’ (), p’9(2)]
is equivalent to

p’[p, h(x), ¢(x), g(x)]~ p*[1],
unless

h(x) = g(@)y(@)+pr(o),
and '

¢ (@) = g(x) k(z)+py().

Hence p’h(z) and p’¢p(x) may be omitted from the system, which becomes
then '

[p%, g(@)].

The system (1, g(a), pN{fG,9)l, N |h(@,)!, N|k(@,p)|] reduces without
any trouble to the form

(2%, 9(2), p°F(2,y), pH(z,y), K(z,y)).
The reduction of the system
[ps, g(“’); pZNI/(‘D,.’/)[’ lek(wyy)’ Nik(‘”,y)!]

where g(x) = g,(x).g.(z) (mod.p) and where g,(x) and g,(x) are irreducible
(mod. p).

From the auxiliary system
[#*, 9(z), pN{k(2,y)|, N{k(z,y)]

P’ g(‘v)y P | g L, S,
L g\z Ll ’ S2 ’
MM, , S;

we have on the one hand

ky(-’l’,.'/) = p2a1+gbv+pyll‘.209+pg?ler+pMiMZer+ Slav+szﬂr+s.'57v

(r=1,2,..),
and on the other hand

8; = P2A1+yBx+P ?ks(w,y)C.-”)-l-Z ’&(m,y)D?) ’
S, = p" A, +gB,+p Z h(w,y)CO+ 2 k(z,y) D
S; = p*Ay+9Bs+p 2 by(x,y) C,-“”+i2 k(z,y)D®.
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From this it is seen that the quantities

T, = S,—p4,,
T, = Sz-P2A2 )
T, = 8,—p’4,

may be added to the given system.
It follows also that

kv(w3y) = p?ar+gby+pglL2cv ‘FP!]:IJ:‘L +pM1M2er+ Tlay+ T2[)’y+ T37y ’ -
where

av = a;‘+Alay+A2ﬂy+A37y (y:—_—],?,,,,),

Hence instead of the elements N|k(x,y)| we may add to the given
modular system the elements

N! p?av +pglLlcv +P92L1dy ‘I"P}”leey } L]
which becomes then

[ps, g, P’N|f(z,9)|, PN {h(z,y)I, ]

PNiPa_,-i-ylecﬂ-gzL;dy+M1Mz€y l o1y, T, T,

a system, which owing to the equivalence
p[P23 g, PNV(%!I)}, Ngk(way)lz ]yv5Pay+91L20y+gzL1dy+M1Mzey]

'dp pz,g,p glNl! Rl
ysz, R, ’
]0102’ Rs

way be written in the form

P90 | N, p|R, T
g2N17 Rz: T2
0102,» IR.'S? Ts

In this system the functions R,, R,, ... have the form
R, = gM,—pC,, T, = g,P,—pB,—p’4A,,
R, = g.M,—pC,, T, = g,P,—pB,—p’A,,
Ry = M\M,- pC;, T, =P,P,—pB;—p*4;.
We may therefore add p'R, to the system, or the element p’g,M, and in

the same way the elements p’q,M,, p’¢,C,, p’9.P., p’9.B,, etc. and continue
the reduction as on p. 281.
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As a corollary to the reduction of the above system consider the
system ’
(s P°925 Pg15 9 P°N| f(2,9)], PN{h(m;9)|, N|k(z,)l],
where g = g,. ¢, (mod. p) and g, is irreducible (mod. p).

Since
[P3, P291, ngz] ~p’ [}’a /i 92] ‘dp?[l]9
unless

g, = gl~!_ll+an
80 that

ng-z = plgl';l‘l"paZ’
it follows that p’g, must be omitted from the system; otherwise it is not
of the form considered.

The system may therefore, as above, be written:in the form

[P’ pgis 9, P°’N{f(x,9)|, pN{h(z),y|
PNlPay‘l‘ngzcy+92L|dy+MxM2ey‘; Tl, T’u Ts}

~ [PS, pg” 9; p2F: pH* Tl, T2; T3]-
Here, as above, the elements T,, T,, T, have the form

T, = ¢.,P,—pB,—p’A,,
T, = g¢,P, —pB,—p’A,,
T3 = P1P2~p33~p2‘43'

We may therefore -add to the system the element p°’B,. Hence if the
system does not reduce to one in which the prime integer occurs only to
the second power, B, must have the form B, = ¢,B+pp, and hence in
the modular system 7, has the form g¢,P,—p®4;. It follows then that we
may also add p’g.A4; to the system. If we suppose that g, is irreducible
(mod. p), then 4] must be divisible by g,(x) mod. p, and consequently the
element T, takes the form g,P, and the system reduces to

[P3, rg:, g, P°F, pH, 9,P,, g,P,—pB,—p’A,, P1P2~pB3—p2A3].

To this system we may also add p’T, or p’g,P,, and owing to the presence
of pg, in the system also p’q,P,. Owing to the equivalence [p°, p*g, P,, p’¢. P\]
~p’lp, 9. Py, 9.P,] = p*[p, P,], it follows that we may add p°P, to the system
and finally combine p’F with p°P, as we have repeatedly done.
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The reduction of the modular system
[¢°, 9, P°N|f(z,9)|, pN{h(z,9)|, N{k(z,y)]],
where g = g,9.9; (mod. p) and g,, g., g; are irreducible (mod. p).

Applying the same principles as on p. 282 this system is seen to
be equivalent to

P r | 9eWs, pl Vi, U7
91 93 W2 ' V2 9 U2
g g:.Wl 3 Vs, U,
91 T2 T3 ] V4 ’ U4 )
ngI X3 ’ Vs bl Us
93 Yl Y_)' ) VG ) l]G
L Z1 ZZ Z3 9 V7 ’ U?_
Where the elements V,, V., ..., U, U,, ... have the form
Vi= g .M, —pC, , U, = g, g.H,—pB,—p°A,,

= ¢, $:M,—pC,, U,
= g, gsM,—pC; , U; 9. g:H,—pB,—p°A; ,

= g.M.M;—pC,, U, g H,H,—pB,—p°A, ,

= g.MM;—pC; , U; = g.HH,—pB;—p°A; ,

= ¢MM,—pC; , Us = g:HH,—pB;—p*4; ,

= M\ M. M;—pC, , U, = HH,H,—pB,—p°A,.

We may add to this system p*V, or p’q¢.M;, pg;U, or p’g;B,, ete. We
may then continue the reduction as on p. 284.

The preceding reductions have all been made for systems having
the form

91 93H2-P32—p2142 ’

[

l

NIAIIISS

[N{m}, Nig(z)|, N{f(z,9)|]
We have therefore assumed the presence of an integer and an integral
function of one variable with integral coefficients within these systems.
If the system is given to us in the form

[N{f(@mi],

then, since the functions f,(x,y), fo(x,y), ... have not all a common divisor
(as such a divisor may be always taken out as a divisor of the system),

it is in general possible to find functions f(z,y), f(z,y), ... such that

fl(msy) fx(w3y)+f2($3y> f—z(w:y)‘l'"' = 9(“")3
where g(z) belongs to the realm [1, z].
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When there is no solution common to any two of the equations
fitz,y) = 0, fo(x,y) =0, ..., we may by the algorithm of the greatest
common divisor determine functions f,(x,y), fo(x,y) Which produce the
identical relation

fi(@,y) 2‘1(-’13,!/)‘}‘/'2(33,!/) ﬁ(may)‘i' =

where m is an integer.

Geometrically interpreted the curves fi(z,y) = 0, f.(x,y) = 0, ... have
in this case no point of intersection or contact. They are, so to speak,
isolated curves.

Neglecting for the time being this very special case, our hypotheses
amount only to the supposition of the existence of an integer within the
given system. In other words we suppose that we may produce integers
by linear combinations of the elements of the system, the coefficients being
quantities of the realm of integrity [1, =, y]. For example grant that we
may effect the presence of two functions g,(x) and g¢,(x), such as g(x)
above, and that there is no value of = which causes both of these functions
to vanish simultaneously; we may then by the algorithm of the greatest

common divisor derive two functions g,(z) and g,(z) belonging to the realm
[1, ] such that
9:(x) g:(®) + g:(2) 9. () = m,
where m is an integer.
Suppose, however, that we have modular systems in which it is not
possible to introduce integers as elements.

As the simplest case consider a system of the form

[9(2); fi(z,9); fo(a,y)]

where g(x) is a linear function of the elements f,(x,y9) and f,(x,y) whose
coefficients belong to the realm [1, z, y].

As no integers appear as elements in the system, we shall do away
with the restriction that only integers may enter the realm of rationality,
and shall also allow rational numbers to enter this realm, although the
functions that enter must be integral in = and y.

Suppose then that f,(z,y) = h,(z)f’(x,y), then if h,(z) is not a
divisor of g(x), the element k,(z)f{’(x,y) may be replaced by an element
39*
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d,(x)f" (x,y), where d,(x) is a divisor of g(z) and this may be done
without altering the equivalence of the system.

For if we denote the greatest common divisor of g(z) and h,(z) by
d,(z) we may always determine belonging to our fixed realm of rationality
two functions g(z) and &,(x) so that

9(2)9(2)+ b (2) () = di(),
where d,(z) likewise belongs to this realm.
From this it follows that we may add d,(x)f,(x,y) to the given,
and as h(z)fi(x,y) is a maultiple of this element, drop it from the system.
If further g(x) = g,(«) g.(«) and if g,(x) and g,(x) have no common
divisor, we may by the algorithm of the greatest common divisor determine

two functions g,(z) and g_z(a:) which belong to the fixed realm of rationality
and which satisfy the identical relation

9:(2) g:(2)+ g:() gu() = 1.

As a consequence of this the system [g(x), fi(x,y), fo(®,y)] is equivalent
to the product of the two systems

[gl(w)a fl<w7y)1 f2(m1y)] and [92(w)1 ﬁ($’y)1 fl(may)]'

We have then to consider the systems of the forms

(p(e), p(@)hi(zy), p(2)"f(2:p)];
where p(x) is an irreducible integral function in « and the integers =, and
n, are divisors of the integer ». The reduction of these systems may be
performed in precisely the same manner as the systems which are treated
in this Journal, Bd. 119, p. 153 ef seq., with the condition here that we
admit into the realm of rationality integral functions in « and y with
rational coefficients.

We have finally to consider systems of the form
[m1 fl(-’b',y), /;(379y)]

where the integer m is a linear function of the two elements f.(x,y) and
f:(z,y) the coefficients being quantities of the realm of integrity [1, z, y].

By processes already repeatedly employed the reduction of this system
may be reduced to the reduction of systems of the form

[»", p™ l(“"h’/)’ p"f(2,9)]
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where p is a prime integer, and the integers n,, n, divisors of the integer n.
We may further assume that the coefficients of the highest power of both
the elements f,(z,y) and f,(z,y) when expanded in descending powers of
either = or y are either unity or powers of p, while the other coefficients
have all been reduced with respect to a definite power of p as a modulus.
But we are not able to carry the reduction further unless we admit into
the realm of rationality rational functions of one of the variables, and then
the reduction may be performed in the same way as the systems just
mentioned above. 4

Modular Systems whose elements are functions of three variables.
Consider first the system
(2, 9(=), f(z,9), N:h(“’h’/sz)”y
where p is a prime integer, g(z) is an irreducible integral function in
(mod. p) with integral coefficients and f(x,y) is an irreducible integral
function in x,y (modd. p, g(x)) with integral coefficients. The functions
h,(z,y,5), h,(x,y,5), ... belong to the realm of integrity [1, x,y,5] and when
expanded in descending powers of z have the form.
h(z,y,3) = a,(x,y)e"+a,(2,y)s" "'+t a,(z,y),

the functions ay(z,y), a,(=,y), ..., a.(x,y) belonging to the realm of integrity
[1, z,y).

We may find two integral functions with integral coefficients a,(z,y)
and f(x,y) such that ) )

ay(z,y) a(2,9)+[f(,9) [(z,y) = k(x),

where k(x) is an integral function in « with integral coefficients and is
not congruent to zero (modd.p, g(x)). Of course, those coefficients of
h(z,y,3) which contain f(x,y) as a factor (modd. p, g(x)) are supposed to
have been dropped from the discussion.

We may further determine two integral functions with integral coef-
ficients g(z), k(x) so that

k() k(z)+g(x)g(z) = e,
where ¢ is a constant and == 0 (mod. p), and therefore finally we may
determine two constants p and ¢ which satisfy the expression
ce+pp = 1.
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From this it follows, since the equivalence of the modular system is not
altered (cf. p. 269) when we replace an element h(z,y,5) by this element
multiplied by any one of the system of incongruent residues (modd. p, g(x),
f(z,y)), that instead of the function h(wx,y,5) we may determine a function
H(w,y,3) in which the coefficient of the highest power of z is unity while
the other coefficients have been reduced (modd. p, g(z), f(z,y)). We call
H(x,y,s) the reduced element of h(z,y,3).

Replacing then the elements h(w,y,z) by their reduced elements
H(z,y,5), which we suppose have been arranged in the modular system
according to their highest powers in z, the largest coming first, we derive
by division the expression

H, = 01H2+ Rn

where Q, and R, are quantities belonging to the realm [1,z,y,2]. We may
consequently omit H, from the system, if to it we add the element R,.
Let H; be the reduced element of R,.

Continuing the process we have

H2 == 02[L+R2:

.............

Proceding in this way, since the degrees of the functions in z that we
adjoin to the system, are being continuously decreased without becoming
negative, we must finally have

Hv—? = Ov—ZHv—1+Rv—2’
HV—] = Ov—-lHVS
where H, is the reduced element of R,_,.

If in this reduction it happened that R, , was of the zero degree
in 5, and was not congruent to zero (modd. p, g(z), f(z,y)), then it would

be possible to determine two functions of the realm [1,x,y], R,_, and f
8o that

Rv—2Ev—2+ff= L($),
where L(z) belongs to the realm [1,z] and =}=0 (modd. p, g(z)); we may

consequently find belonging to the realm [1,x] two functions L(x) and g()
such that

L(z)L(x)+9(x)9(z) = ¢,
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in which expression the integer ¢c==0 (mod. p). We may finally find two
integers ¢ and p satisfying the identity

. cc+pp = 1.
From this it is seen that unity becomes an element of the system, and
therefore the system is a unit-system.

If then our system is not a unit- system, we may determine the
element H,, which is a divisor of both the elements H; and H, (modd. p,
g(x), f(z,y)) and we may therefore replace these elements by the one
element H,(z,y,3).

Proceeding in the same way it is seen (in case the system is not
a unit-system) that we may replace all the elements H,, H,,... by the one
element H, which may be regarded as the greatest common divisor of these

elements (modd. p, g(z), f(=,y)).
Our system reduces then to the form

[p, 9(=), f(x:y), H(x,y,5)].

We consider next the system

[p, 9(=), [(z,9), N|h(z,y,3){],

in which f(a,y)=f(2,y)f.(x,y) (modd. p, g(x)) and where f,(x,y) and
f.(x,y) are irreducible with respect to these moduli. It is seen at once
that

(2, g(<), f(z,9), N{k(2:y,5)}]
= [p, 9(=), fi(z,9), N{k(z,9,3)}] [P: 9(), fo@:9), N{h(z:y,5)}].
It remains then to consider modular systems having the forms following:
Take first the system

[p, 9(), f(@y)"s [(z,y) N{h(2,y,5)}, N{k(z,y,5)}],
where the function [(x,y) is irreducible (modd. p, g(z)).
It may be shown as on p. 275 that this system takes the form

(2, (), f(2:9)", f(2:9) H(,y,5), K(2,y,3)].
If further we write
(2, 9(=), f(w,y), H(z,y,3), K(x,9,3)] = [p, 9(2), [(2:y), L(:9,5)],
it is seen that f(z,y)L(x,y,5) may be added to the system (a.) and then
f(z,y)H(z,y,5) may be dropped from this system. It also follows from
this latter system that

K(z,9,5) = pA+gB+fC+LD,
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where A,B,C,D are quantities belonging to the realm of integrity [1, z,y,z],
and so we may therefore write our system in the form

[p, 9(2), f(x,9)’, [(x,y) L(z,y,3), f(z,y) C(z,y, 3)+ L(x,y,3) D(z,y,35)).
In the same way

[d: g(x), f($:y)3, f(w,y)leh(fL‘,y, 5)}’ f('”,y)N{k(ny’z)!’ N{l(w,y,z)}]
e [P, 9(x), /'(a',y)’, /‘(a:,y)’H(w,y,z), f(z,y) K(z,y,5), L(l‘:!/_, z)],
elc. . :
The systems in which the prime integer p, or the function g(z) occurs to
powers higher than the first are reduced in exactly the same manner as
those already discussed for modular systems in which the elements involve
only two variables. |

If instead of the systems of the above form, we take the system

[N{h(z,y,5)}],
then, since the elements &, (z,y,3), k,(z,y,3), ... have no common divisor, it
is in general possible to determine belonging to the realm [1, x,y,z] func-

tions h, (x,y,3), h,(x,y,3), ... such that
@) hy(2,9,3) by (@,9,5) + (2,9, 3) ho(2,9,5) + - = f(2,9),
where f(z,y) is a function belonging to the realm [1, z,y].

In order then to say that the system [N{k(z,y,3)}] is reducible to
the form [p, g(), f(x,y), H(x,y,3)], we must assume that the given system
contains integers and integral functions of one variable. If we do away
with the assumption that there exist integers in the system, we may make
the same reductions indicated above, if we change the realm of integrity
by admitting into it also rational numbers as well as integers. If further
we do away with the restriction that there must be present within the
system integral functions of one variable, our reductions are still applicable,
if we also admit into the realm of rationality in the place of integers and
integral functions of that variable rational numbers and rational functions.
of the variable.

If, as a special case, the linear form (a.) is

hl(‘”’y,z) ’;l(a"’y’5)+k2(m?ya5>'—‘2(‘t’y:5)+"' = m(w)
where m(x) is an integral function in x with integral coefficients, then we

may replace the system by the product of several systems in which cor-
responding to the element m(x) there appears the irreducible function g(z)
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or a power of this function. To do this, however, we have to extend the
realm of integrity by admitting within it rational numbers.

Suppose then, as on p. 293, that the functions A, (z,y,3), k.(x,y,3), ...
have the form
h(z,y,5) = au(@,y)5"+a(@,y)5" "+ +a,(2,9),
and that we may write
a)(z,y) = auu(!/)!/’“‘*‘“m(“’) Yy et e, (@),
then we can find a function @,,(z) such that

aw () ay(z) = 1 (mod. g(z)).

We may therefore replace k(z,y,5) by aw(z)h(z,y,5) = H(z,y,3), say,
where H(wx,y,5) when expanded is

H(w,y,z) = ymzn'!‘Al(m»y)zn_l'i'" +A,,(a!,y>, ‘
the functions A,(x,y),...A4,(x,y) being integral in z and y with rational
coefficients. We may consequently perform all the reductions given in this

paper, if we further admit into the realm of rationality rational functions
of either of the variables y or .

Geometrically interpreted, the given functions placed = 0 are equa-
tions of algebraic surfaces. In that we have taken outside of the system
the greatest common divisor of the elements, if there exists one, there is
no surface area common to all the surfaces. If there are = elements
hy(x,y,3), h.(x,9,3),...h,(x,9,5), it may however happen that n—1 of them
have a portion of surface area in common. This surface area may inter.
sect the other surface and the projection of the curve thereby produced
upon the xy-plane is contained as a factor in the function f(z,y) of
formula (a.).

It may further happen that a of these surfaces have a portion of
surface area in common, while b others have in common a portion of sur-
face area as also ¢ others, where a+b+c=n.

Then it may be that the surface area common to the surfaces (a)
are cut by the surface area common to the the surfaces (b) and by the
surface area common to the surfaces (¢). We may thus derive several
such functions f,(z,9), fi(z,y), ... as the function f(z,y) in formula (a.)
If there is no portion of curve common to all of a certain number of the
curves fi(z,y) =0, fi(z,y) =0, ..., but if these curves have points of inter-

-~
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section or contact, it is always possible to find integral functions in z,y
with integral coefficients f,(z,y), f.(z,y), ... such that

fl(w,y)fl(w’y)+f2<ws.'/)f2w’y)+"' = g(a")’
where g(z) is an integral function in x with integral coefficients and
contains the projections of the points of intersection of the curves upon
the «-axis.
Finally, if we can derive systems of points g(z) = 0, g,(¢) =0, ...,
and if there is no point common to all these systems, we may find

functions integral in @ with integral coefficients g(z), g,(), ... so that
9(@)g(x)+g:()g:(2)+ = e,
where ¢ is an integer.

If on the other hand we have in our modular system the prime
integer p and the irreducible functions g(x) (mod. p) and f(x,y) (modd. p,
g(x), then everything (surface area, portion of curve, system of points, ete.)
which is common to the modular system [p, g(z), f(x,y), N|k(z,y,5)|] is
common to the system [p, g(z), f(z,y), H(x,y,3)] where H(z,y,5) is the
greatest common divisor (modd. p, g(z), f(x,y)) of the elements k,(=z,y,3),
hy(z,9,3), ...

We may say that the surface H(z,y,5) = 0 is common to the sur-
faces h,(z,9,5) = 0, hy(x,y,5) =0, ... (modd. p, g(x), f(=,y)).
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